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1 Homogeneity
We say that a function f(z1, 23, ..., 2,) is homogeneous of degree k (commonly referred to as HDk) if:
flazy,axg, ..., ax,) = o f(x1, 22, ..., ,) for all x and all & > 0 (1)

In Economics, when a production is homogeneous of degree 1, it is said to have constant returns to scale
(CRS). If k£ > 1, the production function has increasing returns to scale, and if k < 1, the production
function has decreasing returns to scale.

Consider the function: f(x,y) = 5z%y3 + 625y~1. To determine if this function if homogeneous,
we need to multiply each input by «:

flaz, ay) = 5(ax)?(ay)® + 6(ax)®(ay)
— a2+35x2y3+a6716x6y71
— o5 (522 + 625y~ 1)
=’ (f(z,y))

This function is homogeneous of degree 5 (HD5).

1.1 Euler’s Theorem

If we take the derivative of both sides of equation (1) by x;, we get the following:

Of (axy, axa, ..., axy) o akaf(xl,xg, ey L)

Of(awy, g, ...,0xy) 4 0f(x1,22,...,70)
axi - 8.’17,‘ (2)

We can use the result from equation (2) to derive Euler’s Thereom:

Theorem 1. If f is a C', homogeneous of degree k function on R?, then it follows:

of(w) 0f@), @)

! 6ZE1 +$2 (9562 ' " 3:1771

= K/ (2)

T

2 Definiteness of Matrix

2.1 Quadratic Form

A function @ : R™ — R is a quadratic form if it is a homogeneous polynomial of degree two. Thus, a
quadratic form can be written as:

Q(x) = Z Z QijT;T; (3)



where a;; € R

Notice that equation (4) can be written using vectors and matrices:

ail (a12+a21)/2 (a1n+an1)/2 X1
n n (a12 —+ 1121)/2 a22 P (agn + ang)/Q T2
Z Z @iy = (xl T ... xn) : : . : : (4)
i=1 j=1 . . . . .
(am + anl)/2 (agn + anz)/Q c. Apn Ty
=xT Ax (5)

Notice that the coefficient matrix, which we will call A, is square and symmetric. There is an infinite
amount of coeflicient matrices that would yield the same quadratic form, however, it is convenient to
define A in such a way that it is symmetric.

Let Q(x) = 22% + 3z115. If we put this in matrix form, we would get the following result:

e = =) (2 1) ()

Practice

Express the quadratic form Q(x) = —3z% + 2x179 + 42173 — 223 + 523 in matrix form.

2.2 Definiteness

Consider an n X n symmetric matrix A. A is:

positive definite ifxTAx>0 VxcR"-0
negative definite ifxTAx <0 VYxcR" -0
positive semidefinite | if xTAx >0 Vx € R"
negative semidefinite | if xTAx <0 Vx € R”
indefinite if xT Ax > 0 for some x € R",
and x7 Ax < 0 for some z € R"

Table 1: Definiteness

2.3 Principal Minors

We can also evaluate the principal minors of A to determine the definiteness of A.

Let A be an n X n matrix. A kth order principal submatrix is k& x k and is formed by deleting n — k
rows, and the same n — k columns. Taking the determinant of a kth order principal submatrix yields a
kth order principal minor.

The kth order leading principal submatrix of A, usually written as |Ag|, is the left most submatrix in
A that is k x k. The determinant of the kth order leading principal submatrix is called the kth order
leading principal determinant.

Let A be an n X n matrix. Then,
e A is positive definite iff all of its leading principal minors are positive.

e A is negative definite iff leading principal minors alternate in sign, and the 1st order princiapl
minor is negative.

e A is positive semidefinite iff every principal minor of is is nonnegative.



e A is negative semidefinite iff every principal minor of odd order is nonpositive, and every principal
minors of even order is nonnegative.

e A is indefinite iff A does not have any of these patterns.

3 Derivatives

Recall from single-variable calculus, the derivative of a function f with respect to x at point z¢ is defined
as:

df (o) — lim f(xo+h) — f(z0)
dx h—0 h

If this limit exists, then we say that f is differentiable at x¢. We can extend this definition to talk about
derivatives of multivariate functions.

3.1 Partial Derivative

Let f : R™ — R. The partial derivative of f with respect to variable x; at x° is given by:

of (")

— lim flrr, @y, i+ hy ey ) — f(T1, T2, 0y Ty oey Ty
Bxl- h—0 h

Notice that in this definition, the ith variable is affected. To take the partial derivative of variable x;,
we treat all the other variables as constants.

Consider the function: f(x,y) = 42%y® + 323y* + 6y + 10.
6f((99;,y) = 8zy° + 9z2y?

%’;’w = 20z%y* + 623y + 6

3.2 Gradient Vector

We can put all of the partials of the function F : R" — R at z* (which we call the derivative of F') in a
row vector:

__ | 9F(z") OF (z™*)
DF,. = [25=) . e

This can also be referred to as the Jacobian derivative of F.

We can express the derivative in a column vector:

OF (z™)
8:131

OF (z*)
Ox .,

This representation is usually referred to as the gradient vector.

The gradient vector of our previous example would be:

5 2 2
VF:[ 8ry® + 9z?y ]

20z2y* + 623y + 6



3.3 Jacobian Matrix

We won’t always be working with functions of the form F': R — R. We might work with functions of
the form F' : R — R™. A common example example in economics is a production function that has

n inputs and m outputs. Considering the production function example, notice that we can write this
function as m functions:

o =f(z1, 22, .. T0)

q2 :f2($17x27 73771)

dm :fl(x17x27 7xn)

We can put the functions and their respective partials in a matrix in order to get the Jacobian Matrix:

Ofi(z")  9fa(z") Of1(z")

oz Oxo to Oz,
Ofa(x”)  Of2(z") Of2(z")

DF(JT*) — 83?1 81'52 o aﬁ?n
Ofm(z”)  Ofm(z") Afm(z")

oz Oxo te Oz,

3.4 Hessian Matrix
Recall that for an function of n variables, there are n partial derivatives. We can take partial derivatives

of each partial derivative. The partial derivative of a partial derivative is called the second order partial
derivative.

The second order partial derivatives for the example above are defined as:

82(];?2721) — 8y5 4 18:cy2

82§§lw27y) — 80x2y3 & 6I3

—8?;;9’;’) = 40zy* + 182%y

—8250;;1’131) = 40xy* + 1822y

2
The second order partial derivatives of the form w where x # y are called the cross partial deriva-

Oy
5, 0
tives. Notice from our example, that 2 gw(gz’ly) =8 g;gg’cy). This is always the case with cross partials. We

see that:

0’f(x) _ 9*f(x)
817i813j n aiﬁjal‘z

We can put all of these second order partials into a matrix, which is referred to as the Hessian Matrix:

*f(@r) 9’ f(z") % f(z*)
c'%v% Ox10x2 o 0x10xy,
2’f(x*) P f(z") *f(z")
0x10x2 0x3 ©tt Oz90zh
2’f(z*) % f(z") *f(z")
Oxp 011 Ox, Oz T ox2

Let the function f : A — R be a C? function, where A is a convex and open set in R".
e f is strictly concave iff its Hessian matrix is positive definite for any x € A.

e f is strictly convex iff its Hessian matrix is negative definite for any x € A.



e f is (weakly) concave iff its Hessian matrix is positive semidefinite for any x € A.

e f is (weakly) convex iff its Hessian matrix is negative semidefinite for any = € A.

4 Convexity and Concavity

4.1 Convex Sets
A set A, in a real vector space V, is convex iff:
Al’l + (1 — A)l‘g cA

for any A € [0,1] and any z1, 25 € A.

4.2 Function Concavity and Convexity
Let A be a convex set in vector space V. Consider the function f: A — R.

1. f is concave iff:

fOzr+ (1= Nag) < Af(a1) + (1= A) f(22) (6

=

for any 1,29 € A and A € [0, 1].

2. f is convex iff:

~—

for any z1,79 € A and A € [0, 1].

3. f is strictly concave iff:

FQzr+ (1= Nag) < Af(x1) + (1= A)f(x2) (8

=

for any 1,79 € A and A € [0, 1].

4. f is strictly convex iff:

fzy+ (1= XNag) > Af(z1) + (1= A) f(22) (9

~—

for any 1,29 € A and A € [0, 1].

If a function is not convex, it does not mean that it is concave. Likewise, if a function is not
concave, it does not mean that it is convex.

Practice

Consider f: A — R and g : A — R where A is a convex set in a vector space. If f and g are
concave functions show that:

1. f+ g is a concave function.

2. cf is a concave function if ¢ > 0, and a convex function if ¢ < 0.



4.3 Jensen’s Inequality

Let the function f: A = R where A is a convex set in a vector space, then:

e f is concave iff

e f is convex iff

for any A1,..., A, € Ry such that Y | \; =1 and zq,...,z, € A

4.4 Quasiconcave and Quasiconvex

Let A be a convex set in vector space V. Consider the function f: A — R.

1. f is quasiconcave iff:
FAzy + (1 = A)az) < max{f(z1), f(22)}
for any 1,29 € A and A € [0, 1].
2. f is quasiconvex iff:

fQx1 + (1 = AN)z2) > max{f(21), f(22)}
for any z1,72 € A and X € [0, 1].

3. f is strictly quasiconcave iff:

Oy + (1= Nag) < max{f(z1), f(22)}
for any z1,79 € A and A € [0, 1].

4. f is strictly quasiconvex iff:

fQz1 + (1= A)z2) > max{f(21), f(z2)}
for any x1,z0 € A and X € [0, 1].

(10)

(11)

Practice

1. Show that if a function f is concave, then f is also quasiconcave.

2. Show that if a function f is convex, then f is also quasiconvex.

4.5 Contour Sets

Let A be a convex set in vector space V. Consider the function f : A — R. An upper contour set of

a € A is defined as:
{reA: f(x)>a}

A lower contour set of a € A is defined similarly:

{zreA: f(z)<a}

Let A be a convex set in vector space V. Consider the function f: A — R. Then,

1. fis quasiconcave iff its upper contour set is convex for any a € R

2. fis quasiconvex iff its lower contour set is convex for any a € R



4.6 Graphs
Let the function f: A — R. The graph of f is defined as the following set:

G(f) ={(z,y) e AxR:y= f(z)}

The epigraph is the set above the graph, and is defined as:

G (f)={(z,y) e AxR:y > f(a)}

The epigraph is the set below the graph, and is defined as:

G (f)={(z,y) e AxR:y < f(x)}
The following theorem follows:
1. G=(f) is a convex set iff f is convex.

2. GT(f) is a convex set iff f is concave.

5 Multivariate Calculus

5.1 Derivatives

Let f(z) and g(x) be differentiable functions, and a,n € R. Derivatives have following properties:
L (af) = af'(z)
2. (f+9)=f"()+ 4 ()
3. (fg) =f'g+ 19

5.2 Integrals

Integrals have the following properties:
1. [af(z)dz=a [ f(z)dx
2. [(f+9)de = [ f(x)dz + [ g(x)dx

5.3 Integration by Parts

We can use integration by parts to integrate some more complex expressions. The formula for integration
by parts is:

Using integration by parts, we can integrate the expression xze”:



Let u(z) = z, and v/(z) = €?*. Thus v/(z) = 1 and v(z) = 3€**. Using the integration by parts,
we see that:
1 1
/mez’”dﬂc = 365623C = / 1- §e2xdaj

1
5 (mezm - /ezmd:ﬂ>

1 1
53:62“” — Zezw +C

where C' € R.

5.4 Chain Rule

Let w = f(x,y) where f is a differentiable function of z and y. Let = g(¢) and y = h(t) where g and
h are differentiable functions of ¢. Then by the chain rule:

dw _owds 0w dy
dt Oz dt = Oy dt

Let w = 23y? — 22 and z = ¢! and y = cos(t).

dw Owdr Owdy
dt — dx dt ' dydt
= (32%y® — 2z) (e") + (22°%y) (—sin(t))
= (3e*'cos®(t) — 2¢') (e') — (2¢* cos(t)) (sin(t))

5.5 Total Differential

Recall that when we take a partial derivative, we measure a variable’s direct effect on a function (as we
keep all other variables constant). If we also want to take into account a variable’s indirect effect on a
function (i.e. the effect that it has on other variables, which in turn affect the function), then we need
to take a total differential.

Consider z = f(x,y). The total differential of z is given by:

Find the total differential for: z = 2z sin(y) — 3z%y>.

0z 0z
dz = gdaz AF 8_ydy

= (2sin(y) — 3x2y2) dx + (2z cos(y) — 6x2y) dy



5.6 Implicit Differentiation
Consider the equation F'(x,y) = 0 where y is defined implicitly as a differentiable function of x. Then,

OF

dy _ _ Oz
- oOF
dr G,

Consider zy? + 2%y + 5y — 4 = 0. Find %

dy __
dx %—1;
_ y? + 322y
T 2zy+a3+5
-y —32%
2zy + a3 +5

Practice

Use the chain rule to derive the implicit differentiation problem above.

5.7 Taylor Polynomial

If f is differentiable of order n + 1 on interval I, then there exists z between points  and ¢, which are
on in the interval I, such that:

f(fE) _ f(C)+f/(C)(x—c)—|— fl;('c) (iE—C)2 + f/;$C) (ZL’—C)3++ f”(C)

n!

(2 = ¢)" + Ru(c)

where R, (c) = f(::l()z)( — o)t

R, (c) is commonly referred to as the remainder or error. There are many uses of the Taylor polynomial.
One use is to approximate the value of a function at a certain point, z, given that you know the value
of the function at a close point, ¢. The higher the degree of polynomial we use, the closer we will get
the the actual value of f(z). You will notice that in each equation below, I have left out the remainder
term, thus, we get an approximate value for f(x)

First order Taylor polynomial: f(x) = f(c) + f'(c)(z — ¢)
Second order Taylor polynomial: f(x) = f(c) + f'(¢)(x —¢) + r (°)( —c)?
Third order Taylor polynomial: f(z) = f(c) + f'(c)(z —¢) + fT(,C)( c)? + f”/(c)( —c)3

Practice

Given a function is strictly concave, and z > ¢ (i.e. we are given f(c) and approximating f(x)),
show that the approximate value for f(z) using a first order Taylor polynomial is greater than the
actual value of f(z).
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